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Accurate estimation of energy expenditure (EE) and cardiorespiratory fitness (CRF) is a key element in
determining the causal relation between aspects of human behavior related to physical activity and
health. In this paper we estimate CRF without requiring laboratory protocols and personalize energy
expenditure (EE) estimation models that rely on heart rate data, using CRF. CRF influences the relation
between heart rate and EE. Thus, EE estimation based on heart rate typically requires individual calibra-
tion. Our modeling technique relies on a hierarchical approach using Bayesian modeling for both CRF and
EE estimation models. By including CRF level in a hierarchical Bayesian model, we avoid the need for indi-
vidual calibration or explicit heart rate normalization since CRF accounts for the different relation
between heart rate and EE in different individuals. Our method first estimates CRF level from heart rate
during low intensity activities of daily living, showing that CRF can be determined without specific pro-
tocols. Reference VO2max and EE were collected on a sample of 32 participants with varying CRF level.
CRF estimation error could be reduced up to 27.0% compared to other models. Secondly, we show that
including CRF as a group level predictor in a hierarchical model for EE estimation accounts for the relation
between CRF, heart rate and EE. Thus, reducing EE estimation error by 18.2% on average. Our results pro-
vide evidence that hierarchical modeling is a promising technique for generalized CRF estimation from
activities of daily living and personalized EE estimation.

� 2015 Elsevier Inc. All rights reserved.
1. Introduction

Recent advances in ultra-low-power wireless and
micro-electronic technologies are revolutionizing healthcare.
Miniaturized and low-power wearable sensors allow users and
professionals to monitor vital signs, activity and physiological sig-
nals in daily life environments, providing an unprecedented oppor-
tunity to delocalize healthcare from supervised settings, such as
laboratories or hospitals, to unsupervised self-managed conditions,
at home [26].

Mobile Health (mHealth) refers to the use of mobile devices for
delivering health services. One of the main challenges of mHealth
is to develop technologies and tools to gather quality, reliable
and actionable information that empowers people in managing
their health outside from hospitals or laboratory environments
[19]. Low-power wearable sensing for mHealth promises to raise
the quality of health monitoring in every-day life environments
[13].

Much of the focus in the recent years has been on monitoring
physical activity [9,1,36]. Lack of physical activity is one of the
major health problems in most of the western world and, overall,
is the 4th leading risk factor for global mortality. Lack of activity
has been linked to the dramatic rise in obesity, diabetes and heart
disease [17]. Thus, habitual physical activity and cardiorespiratory
fitness (CRF) are among the most important determinants of health
and wellbeing [40]. In the recent past, wearable sensing technolo-
gies have been used to objectively monitor human behavior, and
started to provide unprecedented insights into the relation
between physical activity and health. While energy expenditure
(EE) is the most commonly used single metric to quantify physical
activity, with many algorithms proposed in the recent past
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[33,9,1,21], CRF is not only an objective measure of habitual phys-
ical activity, but also a useful diagnostic and prognostic
health indicator for patients in clinical settings, as well as healthy
individuals [25].

Additionally, EE and CRF are tightly coupled when EE estima-
tion is performed based on heart rate data acquired using wear-
able sensors. The inverse relation between heart rate and CRF is
one of the main causes behind the need for individual calibration
of heart rate monitors, since differences in CRF cause differences
in heart rate but not in metabolic responses [31]. Thus, CRF esti-
mation could both provide a relevant health marker and be used
to personalize EE estimation models, improving estimation
accuracy.

To date, the most commonly used measure for CRF level is the
maximal oxygen uptake, or VO2max. However, measures of
VO2max are rare in healthcare, due to safety concerns and
laboratory infrastructure requirements. To tackle some limitations
of VO2max tests, submaximal test have been developed.
Submaximal tests rely on the relation between heart rate and
VO2 at a certain exercise intensity, which is fixed by the strict
exercise protocol that has to be executed [6,16,18]. Instead of per-
forming a specific test that specifies exercise intensity at which
heart rate is measured, we propose to use wearable sensor data
to determine specific contexts (e.g. activity type and walking
speed) and model the relation between heart rate in a specific con-
text and CRF.

State of the art EE estimation models subdivide the estimation
procedure into two steps. First, an activity is recognized.
Secondly, an activity-specific regression model is applied to esti-
mate EE [9,33]. Recent work showed that including physiological
data and normalizing heart rate can further improve results [1,2].
Others, modeled the relation between EE and sensor data (e.g.
accelerometer) while capturing commonalities across users of dif-
fering anthropometric characteristics [36,37] using a hierarchical
approach. Thus, structuring sensor data at the first level of a hier-
archical structure, and anthropometric data at the second level of a
hierarchical structure.

In this work, we hypothesized that using hierarchical Bayesian
regression we could model both the influence of anthropometric
characteristics and CRF level on accelerometer and heart rate data,
and the variation in parameters depending on the performed activ-
ity, as in activity-specific models for EE estimation. Thus, the flex-
ibility of a hierarchical regression framework was used to estimate
CRF and effectively personalize EE estimation models without the
need for explicit heart rate normalization. In particular, this paper
provides the following contributions:

1. We propose a hierarchical Bayesian model to estimate CRF level
from accelerometer and heart rate data acquired using a single
body-worn sensor during low intensity activities of daily living.
Thus, the proposed model does not require specific laboratory
tests or individual calibration. We show that low intensity
activities of daily living (e.g. walking at 4 km/h) and heart rate
data are sufficient to reduce CRF estimation errors by 27.0%
compared to a model including anthropometric characteristics
alone as predictors.

2. We extend previous work on EE estimation by proposing a hier-
archical Bayesian model including non-nested group level
parameters to simultaneously model the relation between
activity type and EE, as well as between anthropometric charac-
teristics, CRF and EE. Grouping by activity allows the model
parameters to change as in activity-specific models. By includ-
ing CRF among the group level parameters, we are able to
account for the relation between CRF and heart rate and there-
fore personalize EE models. We show reductions in EE estima-
tion error by 18.2% on average.
2. Related work

2.1. Maximal oxygen uptake

CRF is a well established and robust indicator of cardiovascular
health and predictor of premature all cause mortality [8,14]. The
most commonly used measure for CRF level is VO2max. VO2max
is the maximal capacity of the individual’s body to transport and
use oxygen (O2) during exercise. Direct measurement of VO2 using
gas analysis during maximal exercise is regarded as the most pre-
cise method for determining VO2max [35]. Despite the indubitable
importance of CRF for health, measurements of VO2max in health-
care are rare, for different reasons. The test is time consuming, has
to be performed by specialized personnel in a lab environment and
expensive equipment is needed. The high motivation demand and
exertion of subjects makes the test unfeasible in many patients
groups [29].

2.2. Submaximal CRF estimation

To overcome these problems, many submaximal tests have
been developed. Some are non-exercise CRF models, others are
specific lab protocols performed while monitoring heart rate at
predefined speeds (e.g. treadmill tests) or output powers (e.g. bike
tests) [6,16,18], without requiring maximal effort. Several
non-exercise models of CRF have been developed using easily acces-
sible measures such as age, sex, self reported physical activity
level, body composition [22,23]. Results typically provide decent
accuracy at the group level [28]. However significant limitations
apply at the individual level, since each individual is assumed to
be equal to group averaged characteristics. Limited accuracy at
the individual level is a common problem when physiological vari-
ables are not measured. Most submaximal exercise tests rely on the
relation between heart rate and VO2 at a certain exercise intensity,
which is fixed by the strict exercise protocol that has to be sus-
tained. Submaximal exercise tests should be re-performed every
time CRF needs to be assessed and often require laboratory
infrastructure.

2.3. CRF estimation in free living

Both maximal and submaximal tests to estimate CRF are
affected by important limitations. A more ideal solution, which
possibly would be applicable to a larger population, is to estimate
VO2max during activities of daily living, without the need for a pre-
defined exercise protocol. Towards this direction, Plasqui and
Westerterp [30] showed that a combination of average heart rate
and activity level over a period of 7 days correlates significantly
with VO2max. However, by averaging over several days, the rela-
tion between average heart rate and activity counts depends on
the amount of activity performed by the participants. Tonis et al.
[34] explored different parameters to estimate CRF from heart rate
and accelerometer data in laboratory settings. However, no models
to extract these parameters in daily life (e.g. activity type to detect
walking or walking speed estimation models) are presented. In
their work, VO2max reference was not collected, but also estimated
from walking data.

2.4. EE estimation

Recent work on EE estimation relying on wearable sensor data
proposed activity-specific models as an improvement to previously
used single or branched regression models [9,1,33].
Activity-specific EE estimation models consist of a two-step pro-
cess, where first an activity is recognized, and then an EE



Fig. 1. Relation between EE and heart rate in different participants during a sequence of different physical activities. (a) Absolute EE levels are similar due to similar body
weight. (b) heart rate differs significantly between participants due to different CRF level (VO2max participant 14 is 2104 ml/min, VO2max participant 25 is 3130 ml/min).
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estimation model is applied. Algorithms combining accelerometer
and heart rate data consistently provided improvements compared
to accelerometers alone [1,33]. However, decomposing the EE esti-
mation process into activity-specific sub-problems is not sufficient
to take into account the different relation between heart rate and
EE in different individuals. During moderate to vigorous physical
activity, differences in heart rate between persons performing
the same activity are mainly due to CRF. However, differences in
CRF level do not cause different metabolic responses [31] (see
Fig. 1). Thus, when estimating EE using heart rate data, individual
calibration is necessary to deal with CRF-related differences
between individuals [11]. For many practical applications personal
calibration is not feasible since it would require every user to per-
form a suitable fitness test, and other personalization techniques
would be preferable. We recently introduced a methodology to
automatically normalize heart rate. By estimating a normalization
parameter that describes heart rate at a certain workload during
low intensity activities of daily living [2,4,5] we could personalize
EE estimates. The methodology was based on the tight relation
between CRF and heart rate at a certain workload, which is also
the basis of sub-maximal CRF tests. In our previous work we
required explicit heart rate normalization by estimating a normal-
ization parameter representative of CRF, such as the heart rate
while running at a certain intensity. In this current work, we pro-
pose a novel model in which, instead of normalizing heart rate, we
take the source of between-individual variability in heart rate, i.e.
actual CRF into account. To this aim, we collected reference CRF as
measured by a VO2max test and developed a model for personaliz-
ing EE estimation without the need for explicit heart rate normal-
ization. We hypothesized that CRF could account for the varying
relation between heart rate and EE in different individuals by act-
ing as a group level predictor in a hierarchical Bayesian model.
2.4.1. Hierarchical models
Activity-specific EE models are typically implemented using lin-

ear regression models. Linear regression can be extended to cap-
ture commonalities across a population using a hierarchical
linear model [20]. Hierarchical techniques use linear models at
levels within (individual level) and across (group level) participants.
In the remaining of this paper, we use the term group level param-
eters to indicate parameters at the second level of a hierarchical
structure. These parameters are the ones influencing the relation
between predictors at the first level of a hierarchical structure
and the outcome variable. We refer to parameters at the first level
of a hierarchical structure as individual level parameters [20]. These
models were introduced in EE literature by Vathsangam et al. [37].
At one level the authors included participant specific parameters
relating inertial sensor features to EE. At a second level they cap-
tured the inter-dependence of different person-specific parameters
(e.g. anthropometric characteristics) using a (second) regression
model. However [37], the authors limited their analysis to walking
activities and accelerometer data, for EE estimation.

In this work, we hypothesized that hierarchical Bayesian mod-
els could be used to accurately model individual and group level
differences in CRF level from wearable sensor data during activities
of daily living. We expected that estimated CRF could be used to
personalize heart rate-based EE estimations in order to improve
the estimate accuracy. Additionally, we use the flexibility of
a hierarchical regression framework to model both the influence
of anthropometric characteristics and CRF level parameters on
accelerometer and heart rate data, as well as the variation in
parameters depending on the performed activity, as in
activity-specific models.
3. Methods

In this section we describe our approach to CRF and EE estima-
tion, as illustrated in Fig. 2. We use wearable sensor data,
accelerometer Xacc and heart rate Xhr , together with anthropomet-
ric characteristics Xant (e.g. height, body weight, etc.) as input to
our models. CRF yc is estimated from heart rate Xhr during low
intensity activities of daily living, i.e. contexts s, simulated in the
lab. For example, a context s can be walking at 4 or 6 km/h.
Heart rate measured during a specific context is used together with
anthropometric characteristics Xant in a Bayesian regression model
to estimate CRF yc . Subsequently, we use the predicted CRF yc as
input for the second level of a hierarchical Bayesian model, to esti-
mate EE yee. The hierarchical modeling accounts for variance in CRF
between individuals and allows for more accurate EE estimation.

We introduce three hierarchical regression models, to estimate
walking speed, CRF and EE, as shown in Fig. 3. Details on the nota-
tion and modeling technique are provided in Appendix A. We indi-
cate group level predictors as U and individual level predictors as X.

Following a top down approach, we propose a hierarchical
Bayesian model to estimate EE (see Fig. 3.c). We consider
i ¼ 1; . . . ;n sensor data samples, p ¼ 1; . . . ;np participants and



Fig. 2. Block diagram of the proposed CRF and EE estimation approach. (a) Activity type and walking speed are estimated from sensor data of a wearable device (Xacc and Xhr).
(b) CRF is estimated from heart rate during low intensity activities of daily living, such as walking, as derived from models (a), together with anthropometric characteristics
Xant . Xa consists in heart rate during predefined contexts (for example walking at 4 km/h), and therefore requires activity c and speed ys information. (c) EE is derived by
combining Xacc ;Xhr ;Xant and CRF yc in a hierarchical model, as shown in Fig. 3. Data flow is left to right. At each processing block, indicated by vertical dashed lines, we
indicated which data streams are received from the previous processing blocks.

Fig. 3. Proposed hierarchical models in plate notation. (a) Walking speed estimation. Parameters bp vary depending on the person’s anthropometric characteristics Us . (b) CRF
estimation. Parameters bs vary by activity and speed. (c) EE estimation. Parameters bpa are allowed to vary depending on the performed activity as well as on the persons’
anthropometric characteristics and CRF Uee . The two groupings are non-nested. Estimated CRF yc from model (b) is used as group level parameter Uc for model (c).
Hyperparameters are not shown for clarity.
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a ¼ 1; . . . ; T activities. Individual level parameters bpa are influ-
enced by both activity type a (which is the nature of
activity-specific models) and the participants’ anthropometric
characteristics Xant and CRF yc , however the grouping by activity
and by participant are non-nested:

yeei
� NðXeei

bi½pa�;r2
eeÞ;

i ¼ 1; . . . ;n a ¼ 1; . . . ; T p ¼ 1; . . . ;np

bpa � NðUeep cpa;RpaÞ
a ¼ 1; . . . ; T p ¼ 1; . . . ;np

Xeei
¼ ½1;Xacci

;Xhri
� 2 Rn�ðKþ1Þ

i ¼ 1; . . . ;n

Ueep ¼ ½1;Xantp ; ycp
� 2 Rnp�ðLþ1Þ

p ¼ 1; . . . ;np

cpa � Nðlcpa
;r2

cpa
Þ

where the matrix Xee is of dimension n� ðK þ 1Þ and include K
individual-level predictors such as heart rate Xhr and accelerometer
features Xacc , over n data samples. Uee is the matrix of dimension
np� ðLþ 1Þ and include L group level predictors controlling the
individual level parameters bpa. The predictors Uee include
anthropometric characteristics Xant (e.g. body weight) and the esti-
mated CRF yc , for np participants. The hyperparameter matrix cpa

is of dimension ðLþ 1Þ � ðK þ 1Þ � T , where T is the number of
activities. Rpa is the ðK þ 1Þ � ðK þ 1Þ covariance matrix represent-
ing the variation of intercepts and slopes in the different groups.
lcpa

and rcpa
indicate hyperparameters for group level parameters

cpa.
Estimated CRF yc as included in the EE estimation model is

shown in Fig. 3b and consists in a hierarchical Bayesian model
allowing only heart rate coefficients to vary by group, and can be
described as:

ycp
� NðXcp bc þ Xap bs½p�;r2

c Þ; p ¼ 1; . . . ;np

s ¼ 1; . . . ;R p ¼ 1; . . . ;np

Xcp ¼ ½1;Xantp � 2 Rnp�ðDþ1Þ

p ¼ 1; . . . ;np

Xap ¼ ½Xhrap � 2 Rnp�1

p ¼ 1; . . . ;np

bs � Nðlbs
;r2

bs
Þ
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where the matrix Xcp of individual level attributes is of dimension
np� ðDþ 1Þ (i.e. body weight, height, age, sex). The associated
parameters bc do not vary. Contexts s are a set of combined activity
types and walking speeds (e.g. walking at 4 km/h, etc.), which con-
trol the parameters bs for the attributes Xa. Xa consists of heart rate
during predefined contexts s (indicated as Xhrap ), and is of dimension
np� 1. lbs

and rbs
indicate hyperparameters for group level param-

eters bs.
Activity type a is recognized from a set of T activities A ¼

a1; . . . ; at , using Support Vector Machines (SVM). Implementation
details can be found in Section 5. Walking speed estimation ys is
shown in Fig. 3.a and consists of a hierarchical Bayesian model
allowing accelerometer features Xacc to vary depending on anthro-
pometric characteristics Xant:

ysi
� NðXsi

bi½p�;r2
s Þ;

i ¼ 1; . . . ;n p ¼ 1; . . . ;np

bp � NðUscp;RpÞ
p ¼ 1; . . . ;np

Xs ¼ ½1;Xacc� 2 Rn�ðKþ1Þ

i ¼ 1; . . . ;n

Us ¼ ½1;Xant� 2 Rnp�ðLþ1Þ

p ¼ 1; . . . ;np

cp � Nðlcp
;r2

cp
Þ

where the matrix Xs is of dimension n� ðK þ 1Þ and includes K
individual-level accelerometer features Xacc , over n data samples.
Us is the matrix of dimension np� ðLþ 1Þ and includes L group level
predictors controlling the individual level parameters bi½p�. The pre-
dictors Us are the anthropometric characteristics Xant such as body
weight and height. The hyperparameter matrix cp is of dimension
ðLþ 1Þ � ðK þ 1Þ. Rp is the ðK þ 1Þ � ðK þ 1Þ covariance matrix rep-
resenting the variation of intercepts and slopes in the different
groups. lcp

and rcp
indicate hyperparameters for group level

parameters cp.
4. Evaluation study

4.1. Participants and data acquisition

Participants were 32, characteristics are reported in Table 1.
Written informed consent was obtained, and the study was
approved by the ethics committee of Maastricht University.
Participants were selected to have a wide range in physical activity
levels and CRF. Measurements were obtained using an ECG
Necklace, a low power wireless platform which was configured
to acquire one lead ECG data at 256 Hz, and three-axial accelerom-
eter data at 32 Hz. The ECG Necklace was worn on the chest, during
all recordings, since the chest showed to be an optimal location for
EE estimation in previous research comparing multiple on body
Table 1
Participants characteristics, mean and standard deviation (SD).

Characteristic Female Male All
Mean ± SD Mean ± SD Mean ± SD

Number 17 15 32
Age (y) 24.6 ± 2.5 23.7 ± 1.6 24.2 ± 2.1
Height (cm) 167.1 ± 5.9 177.0 ± 6.3 171.8 ± 7.8
Weight (kg) 60.4 ± 6.8 72.5 ± 11.1 66.1 ± 10.8
BMI (kg/m2) 21.6 ± 2.4 23.1 ± 3.5 22.4 ± 3.7
VO2max (ml/min) 2534.2 ± 488.5 3518.6 ± 401.2 2995.6 ± 667.0
sensor locations [3]. Participants were equipped with an indirect
calorimeter consisting of a mouthpiece and nose clip. Expired air
was continuously analyzed for O2 consumption and CO2 produc-
tion (Oxycon-b), from which EE was derived [38].
4.2. Experiment protocol

Participants reported at the lab on three separate days and after
refraining from drinking (except for water), eating and smoking in
the two hours before the recordings. Two laboratory protocols
were performed. The first protocol included simulated activities
of daily living performed while wearing a portable indirect
calorimeter. Activities included: lying down resting, sitting, sitting
writing, standing, cleaning a table, sweeping the floor, walking at
different speeds (treadmill flat at 2.5, 3, 3.5, 4, 4.5, 5, 5.5, 6 km/h)
and running at different speeds (treadmill flat at 8, 9, 10 km/h).
The second protocol was a VO2max test. VO2max was determined
during an incremental test on a cycle ergometer [24], thus provid-
ing reference data for CRF level, biking activity and EE while biking.
Finally, anthropometric measurements including the participant’s
body weight, height and body fat were performed. Body fat was
assessed using doubly labelled water [39]. Depending on lab and
participant availability, the protocols were carried out in different
days. Activities were carried out for a period of at least four min-
utes, always in the same order. Participants were allowed to rest
between activities. Rest periods were normally between one and
two minutes.
4.3. Statistics and performance measures

CRF estimation models were compared against models includ-
ing anthropometric characteristics to describe individual variabil-
ity. Our hierarchical EE estimation approach including estimated
CRF as group level predictor was compared against two other esti-
mation methods. First, we compared against state of the art
activity-specific EE models including accelerometer and heart rate
features but without CRF estimation. In literature, activity-specific
EE models showed performance superior to other linear and
non-linear EE estimation methods [1,10] and therefore were
selected as baseline for our proposed method. Secondly, we com-
pared against hierarchical models including actual CRF (referred
to as CRF measured) as a predictor. Hierarchical models including
actual CRF serve as a lower boundary indicating the theoretical
RMSE that is achievable.

Models were derived using data from all but one participants,
and validated on the remaining one (leave-one-participant-out
cross validation). The same training set, consisting of data from
all participants but one, was used to build feature selection, activ-
ity recognition, walking speed estimation, CRF estimation and EE
estimation models. The remaining data (from one participant)
was used for validation. This procedure was repeated n (n = num-
ber of participants) times, and results were averaged. Performance
of the activity recognition models was evaluated using the

class-normalized accuracy = 1
Na

PNa
c¼1

recognizeda
relevanta

, where Na is the total
number of classes, and recognizeda and relevanta are the number
of correctly identified and total instances for activity a, respec-
tively. Results for walking speed are reported in terms of
Root-mean-square error (RMSE) where the outcome variables
was speed in km/h. Results for CRF and EE estimates are reported
in terms of RMSE, mean absolute percentage error (MAPE) and
explained variation (R2), where the outcome variables were VO2

in ml/min and EE in kcal/min respectively. Paired t-tests were used
to compare RMSE between models. Significance was assessed at
a < 0:05.
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5. Implementation

5.1. Pre-processing

The dataset considered for this work contains about 88.6 h of
annotated data collected from 32 participants, consisting of refer-
ence VO2;VCO2, three axial acceleration, ECG and VO2max during
laboratory recordings. A continuous wavelet transform based beat
detection algorithm was used to extract RR intervals from ECG
data, which output was manually examined to correct for
missed beats. Breath-by-breath data acquired from the indirect
calorimeter was resampled at 0.2 Hz. EE was calculated from O2

consumption and CO2 production using Weir’s equation [38]. The
first 1 or 2 min of each activity were discarded to remove
non-steady-state data. Activities were grouped into six clusters
to be used for activity classification. The six clusters were lying
(lying down), sedentary (sitting, sitting writing, standing), dynamic
(cleaning the table, sweeping the floor), walking (treadmill flat at
different speeds), biking (cycle ergometer) and running (treadmill
flat at different speeds).
5.2. Features extraction and selection

Features extracted from the sensors’ raw data were used to
derive all models. Activity recognition was performed to classify
the six activity clusters previously introduced. Accelerometer data
from the three axes were segmented in 5 s windows, band-pass fil-
tered between 0.1 and 10 Hz, to isolate the dynamic component
caused by body motion, and low-pass filtered at 1 Hz, to isolate
the static component, due to gravity. Feature selection for activity
type recognition was based on mutual information [7] and features
were derived and selected from our previous work [1], using a dif-
ferent dataset. The complete feature set can be found in [1].
Selected features were: mean of the absolute signal, inter-quartile
range, median, variance, standard deviation, main frequency peak
(i.e. mode of the frequency spectra), low and high frequency band sig-
nal power. Heart rate was extracted from ECG data over 15 s win-
dows. Anthropometric characteristics (body weight, height, age,
and sex) were included in walking speed, CRF and EE estimation
models.
5.3. Activity recognition

We implemented an activity recognition algorithm to classify
the following clusters of activities: lying, sedentary, dynamic, walk-
ing, running and biking. Given the promising results in past research
on activity recognition [1], we selected SVM as classifier. For the
SVM, we used a gaussian radial basis kernel (C = 1).
5.4. Hierarchical Bayesian regression models

Hierarchical Bayesian models introduced in Section 3 were
implemented using R and JAGS. Posterior estimations were per-
formed by Gibbs sampling with 3 chains and 10,000 iterations.
The first 500 iterations were discarded (burn-in period).
Anthropometric characteristics were height for the walking speed
model, height, weight, age and sex for the CRF estimation model
and weight for the EE model. Additionally, EE models included
CRF as group level parameter. Individual level features were
accelerometer only for walking speed estimation models,
accelerometer and heart rate for EE estimation models and heart
rate features for CRF estimation models. Prior distributions for all
parameters and hyperparameters were non-informative uniform
distributions with l ¼ 0 and r ¼ 100.
6. Results

Subject-independent class-normalized accuracy of the SVM was
92.7%. More specifically, the accuracy was 95.4% for lying, 95.2% for
sedentary, 81.9% for dynamic, 96.3% for walking, 87.5% for biking and
99.7% for running. Walking speed estimation RMSE was 0.53 km/h.

Fig. 4 shows the relation between anthropometric characteris-
tics and VO2max, as well as the relation between heart rate and
VO2max for different activities. Correlation between heart rate
and VO2max was highest for running activities (r ¼ �0:71), as
shown in Fig. 4e. Correlation increased between r ¼ �0:52 and
r ¼ �0:66 for increases in low intensity activities of daily living,
e.g. for walking between 4 and 6 km/h, regardless of anthropomet-
ric characteristics.

Fig. 5 shows results of the CRF estimation model for three con-
ditions. As a CRF estimation baseline we considered anthropomet-
ric characteristics (model referred to as Ant in Fig. 5) as predictors,
resulting in RMSE of 382.3 ml/min (R2 ¼ 0:56). RMSE was reduced
to 279.5 ml/min (26.9% error reduction, p ¼ 0:02 < a;R2 ¼ 0:73)
and 279.2 ml/min (27.0% error reduction, p ¼ 0:02 < a;R2 ¼ 0:74)
when including heart rate while walking at 4 km/h and 6 km/h
respectively as predictors. Detailed results for men and women
are shown in Table 2. While error is relatively higher for women,
differences are not significant (p ¼ 0:25 > a for Ant, p ¼ 0:73 > a
for Walk 4 km/h, p ¼ 0:30 > a for Walk 6 km/h).

EE estimation results are shown in Fig. 6. For an EE estimation
baseline we considered for this analysis state of the art
activity-specific EE estimation models. Activity-specific EE estima-
tion models (no CRF) included accelerometer and heart rate data as
predictors and resulted in RMSE of 0.88 kcal/min (R2 ¼ 0:94).
Additionally, we compared results obtained with the proposed
hierarchical model (CRF estimated) to the theoretical case where
actual CRF is available, instead of being estimated by our architec-
ture (CRF measured). RMSE was reduced from the no CRF condition
to 0.72 kcal/min (18.2% error reduction, p ¼ 0:003 < a;R2 ¼ 0:95)
for CRF estimated and to 0.69 kcal/min (21.8% error reduction,
p ¼ 0:002 < a;R2 ¼ 0:96) for CRF measured. In Table 3 we provide
detailed results for moderate to vigorous activities only, since per-
sonalizing the relation between heart rate and EE during sedentary
activities is not beneficial [4]. When including estimated CRF
(Fig. 6, no CRF vs CRF estimated), EE RMSE was reduced from
0.61 kcal/min to 0.56 kcal/min for dynamic (8.9% error reduction),
from 0.60 kcal/min to 0.55 kcal/min for walking (8.2% error reduc-
tion), from 2.18 kcal/min to 1.62 kcal/min for biking (25.5% error
reduction) and from 1.36 kcal/min to 1.11 kcal/min for running
(18.4% error reduction).
7. Discussion

In this work, we demonstrated that hierarchical Bayesian
regression could be used to accurately model individual and group
level differences in CRF estimated from heart rate data during low
intensity activities of daily living. We also validated our hypothesis
that such estimated CRF could be used to personalize heart
rate-based EE estimation models in order to improve the estimate
accuracy for different activities. We adopted hierarchical Bayesian
models as a powerful and flexible extension to conventional
regression frameworks, structuring our models into groups which
are both nested and non-nested.

To estimate CRF, we relied on the relation between CRF and
heart rate at a certain submaximal intensity (e.g. while walking).
Heart rate parameters were allowed to vary by activity type and
speed, in order to let the proposed CRF model provide estimates
without constraining the participant in performing specific



Fig. 4. (a–d) Relation between anthropometric characteristics and VO2max. (e–h) Relation between heart rate and VO2max for different activities. Regression line and 95%
confidence intervals highlighting the inverse relation between heart rate at different activities intensities and VO2max are shown in plots (e)–(h).

Fig. 5. (a) VO2max estimation accuracy for different models over all participants. Ant does not include heart rate data but anthropometric characteristics only, HR Walk 4 and
HR Walk 6 include heart rate while walking at 4 km/h and 6 km/h respectively. (b–g) Scatterplots and residuals plot for measured and estimated VO2max according to the
three models of plot (a).
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activities or walking at predefined speeds, as normally done in sub-
maximal laboratory tests. By using a hierarchical approach where
parameters vary based on the activities performed by the partici-
pant, we also allow the CRF estimation model to use different
parameters based on the participant activities, thus potentially
increasing accuracy when more intense activities are performed.
We chose walking speeds of 4–6 km/h for our analysis, since
speeds close to this range were often reported as the average walk-
ing speeds in healthy individuals (5.3 km/h in [12] and
5� 0:8 km/h in [27]). We analyzed the impact of different features
on CRF estimation, such as anthropometric characteristics, and the
relation between heart rate while walking at different speeds.
Anthropometric characteristics alone were shown to estimate
CRF with in past research [22,23]. Our models confirm these find-
ings, due to the high correlation between VO2max and most
anthropometric characteristics, such as body weight, height and
gender (see Fig. 4). However, only when including in the models
physiological data such as the heart rate, differences between



Table 2
CRF estimation results.

CRF model Sex RMSE (ml/min) MAPE (%)

Ant All 382.3 14.0
Male 336.5 9.7
Female 422.7 17.8

Walk 4 km/h All 279.5 9.8
Male 266.3 7.7
Female 291.2 11.7

Walk 6 km/h All 279.2 10.2
Male 238.6 7.1
Female 315.1 12.9

Table 3
EE estimation results. Activity All includes lying, sedentary, dynamic, walking, biking
and running activities. Reference EE is shown as mean ± standard deviation and was
collected by indirect calorimeter. EE and RMSE are reported in kcal/min.

EE model Activity EE RMSE MAPE (%)

No CRF All 4.98 ± 4.14 0.88 18.4
Dynamic 2.64 ± 0.71 0.61 23.7
Walking 3.96 ± 0.59 0.60 13.6
Biking 10.50 ± 2.38 2.18 22.1
Running 10.35 ± 1.85 1.36 13.2

CRF estimated All 4.98 ± 4.14 0.72 16.2
Dynamic 2.64 ± 0.71 0.56 21.2
Walking 3.96 ± 0.59 0.55 12.0
Biking 10.50 ± 2.38 1.62 15.6
Running 10.35 ± 1.85 1.11 10.6

CRF measured All 4.98 ± 4.14 0.69 15.7
Dynamic 2.64 ± 0.71 0.54 20.6
Walking 3.96 ± 0.59 0.52 11.3
Biking 10.50 ± 2.38 1.48 14.3
Running 10.35 ± 1.85 1.10 10.6
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participants with similar anthropometric characteristics can be
estimated. By including heart rate data while walking at 4 km/h
to 6 km/h we could reduce RMSE up to 27.0%. Since CRF is a strong
and independent predictor of all-cause and cardiovascular mortal-
ity, the proposed CRF estimation model could be used to provide
accurate information about an individual’s health without the need
for laboratory infrastructure or specific tests.

As a second contribution, we developed a two level hierarchical
Bayesian model, where accelerometer and heart rate parameters
were allowed to vary by activity-type, as in activity-specific EE
models, and by anthropometric characteristics as well as CRF level.
Previous work by our group [2,4] as well as others [33] showed
that normalizing heart rate using a normalization parameter repre-
sentative of CRF, such as the heart rate at a certain workload, could
Fig. 6. EE estimation RMSE for (a) all activities averaged, (b) dynamic, (c) walking (d) ru
activity-specific EE models, CRF estimated indicating the proposed hierarchical Bayesian
which consists in the same model as CRF estimated, but including actual VO2max as mea
proposed approach. (f) Effect of CRF in EE estimation for an unfit participant. Without CRF
estimate, therefore reducing RMSE. No difference appeared between EE estimation mod
light gray.
significantly reduce inter-person differences in heart rate and con-
sequently improve EE estimation accuracy. The proposed hierar-
chical structure goes to the root of the problem, including
estimated CRF level as a group level parameter able to control
the relation between heart rate and EE. Since CRF is estimated
from activities of daily living of varying intensity, no predefined
test or laboratory calibration is necessary in order to improve
EE estimation models. EE estimation RMSE was reduced by
nning and (e) biking. Three models are compared, no CRF, indicating state of the art
approach, where estimated CRF is used as group level parameter, and CRF measured
sured in the lab. CRF measured serves as a lower limit to the RMSE achievable by the
, EE was underestimated, due to the higher heart rate. Including CRF increased the EE
els using estimated or measured CRF for this participant. Reference EE is shown in
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8:9%;8:2%;25:5% and 18.4% for dynamic, walking, biking and run-
ning activities respectively. In our models, we excluded sedentary
activities. In previous work heart rate during sedentary behavior
was not found to be beneficial in estimating EE. During sedentary
behavior, heart rate is affected by other factors such as stress and
emotions, and is typically weakly correlated with EE, and therefore
often omitted for EE estimation [1,15]. While RMSE for biking and
running is relatively high compared to other activities, larger errors
are expected for intense activities. Nevertheless, we believe that
the RMSE reductions compared to current state of the art methods
(up to 25%) are practically relevant, especially as the proposed
method does not require laborious individual calibration.
Moreover, the estimation performance obtained in this work is
close to the theoretical performance estimate using actual CRF
level data as shown in Table 3. Thus, measuring heart rate in low
intensity activities of daily living is sufficient to estimate CRF at
sufficient accuracy to obtain optimal EE estimation results.

Personalizing a system goes beyond the inclusion of the individ-
ual’s anthropometric characteristics in CRF or EE models, as shown
by the increased accuracy of the proposed models. While our CRF
estimation model could be applied to a wide population and pro-
vide feedback on health status, we expect that our EE normaliza-
tion approach will be most useful for individuals having a
moderately active lifestyle. Sports training devices, where users
and trainers are interested in accurate EE estimation under moder-
ate to vigorous workloads, could benefit from inclusion of CRF in
the EE estimation models. Additionally, less active individuals will-
ing to take up a more active lifestyle, or undergoing a physical
activity intervention targeted in modifying behavior to increase
level of activity, would also benefit. As a matter of fact, in the latter
case CRF takes even a bigger role, since it typically changes faster in
the transition from inactive to active lifestyle, and failing to cap-
ture these changes would result in higher errors in EE estimation.
New opportunities for applications targeted at inducing behavioral
change by creating a feedback loop involving objectively measured
physical activity level and EE, as well as change in CRF and associ-
ated reduced risk of disease, could be developed building up on the
proposed approach.

We recognize limitations in our study. Even though we devel-
oped an algorithm able to derive CRF during regular activities, by
combining walking heart rate data with the subjects anthropomet-
ric characteristics, we tested it using laboratory recordings only.
We consider that the evaluation with lab data is a necessary first
step, which can be sufficiently covered with reference measure-
ments of CRF and EE. We proposed activity recognition and walk-
ing speed estimation models to detect activity type and walking
speed such that the proposed model could be deployed in free liv-
ing. Some activities (e.g. dynamic and biking) were recognized
with suboptimal accuracy, due to sensor positioning and high vari-
ability in movement involved, for example, during household
activities. Nevertheless, activity recognition performance for walk-
ing activities used by our models was sufficiently high to obtain
useful EE estimation performance. We consider these results
promising for free-living deployment in further research.
Additionally, while our participants population included a wide
range of weight, height, BMI and was balanced between male
and female, their limited age range prevents us from generalizing
the results to other age groups. However, our CRF models provide
RMSE comparable with ordinary submaximal tests [32] without
requiring specific exercises or individual calibration. Another point
of attention is the difference in accuracy of our CRF estimation
model in men and women. The slightly higher error for women
might be due to a combination of factors. For example, the higher
VO2max standard deviation suggests higher variability in the
female population. Adding explanatory variables such as body
fat, which is known to have an important role in VO2max
estimation [30] might reduce this error. However, our goal was
to use basic anthropometrics that can be easily acquired without
laboratory tests. Therefore we limited our analysis to body weight.
However, given the small difference in RMSE for EE estimation
models using either CRF estimated by our procedure (CRF esti-
mated) or actual VO2max (CRF measured), the higher error found
for CRF estimation in women does not seem to negatively affect
personalization of EE estimation models.

In this work, CRF estimation was used to model the relation
between heart rate and EE in participants of different fitness level,
effectively reducing EE estimation error during moderate to vigor-
ous physical activities. No intense activities or laboratory tests
were used for CRF estimation and EE personalization. Instead, heart
rate during low intensity activities of daily living was used as a
predictor in our models, which provides for the practical applica-
bility of the proposed method. Additionally, we used only simple
anthropometrics data, excluding body fat, to allow for the develop-
ment of models which do not require parameters acquired under
laboratory conditions. Our methodology could be applied to other
problems in which the relation between physiological parameters
(e.g. heart rate, galvanic skin response, respiration, etc.) and an
outcome variable (e.g. energy expenditure, mental stress, disease
progression, etc.) varies between individuals. By modeling the
source of variation, in our case CRF, at the second level of a hierar-
chical structure, the relation between physiological data and the
outcome variable is modeled. Consequently, no explicit normaliza-
tion is needed that would require individual calibration.
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Appendix A

In this section we clarify the mathematical notation used in this
manuscript. We adopted the notation of [20]. Each sample, is indi-
cated by an index. In the following equations we will use i to indi-
cate the index. The classical linear regression model where the
predicted variable is indicated by yi and the array of K predictors
is indicated by Xi, can be written in mathematical form as:

yi ¼ Xi1b1 þ � � � þ Xikbk þ �i; �i � Nð0;r2Þ; i ¼ 1; . . . ;n ð1Þ

Xi1 is the constant term, while Xi2 to Xik are features, for example
accelerometer or heart rate data. We assume independent normal
distribution with mean 0 and standard deviation r for �. Eq. (1)
can be written in compact form as:

yi ¼ Xibþ �i; �i � Nð0;r2Þ; i ¼ 1; . . . ;n ð2Þ

Equivalently to Eq. (2), we can express the relation between predic-
tors and predicted variables as:

yi � NðXib;r2Þ; i ¼ 1; . . . ;n ð3Þ

We adopted the latter notation for simplicity and reduced ver-
bosity, especially when multiple parameters and levels are included
in the models.

Hierarchical models are a generalization of linear regression
models such as the one described in Eq. (3) in which parameters
act at two levels. We use the term group level parameters to
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indicate parameters at the second level of a hierarchical structure.
These parameters are the ones influencing the relation between
predictors X and the outcome variable y. In the context of hierar-
chical modeling, parameters b are indicated as individual level
parameters [20]. Individual level parameters b (i.e. the slopes and
intercepts) are allowed to vary by group. Thus, additionally to
the variables already introduced, we introduce the group index j
and represent group membership as j½i�. We also introduce group
level parameters as c. Thus, we define a hierarchical model in
which parameters b vary by group as:

yi � NðXibj½i�;r2Þ; i ¼ 1; . . . ; n ð4Þ

In 4, individual level parameters b vary depending on the group j. If
there are no group level predictors, b acts similar to indicator vari-
ables in standard regression. This is the case for example of our
activity-specific EE models, where different coefficients are derived
for each activity class, however there is no group level predictors.
Individual level parameters b in this case can be expressed as:

bj � Nðlb;r
2
bÞ; j ¼ 1; . . . ; J ð5Þ

where lb and r2
b are hyperparameters. Alternatively, parameters b

can also be estimated by higher level regression models, including
group level parameters c and a set L of group level predictors U.
This is the case of EE estimation models where anthropometric
characteristics such as body weight and height, are used as group
level predictors U. The notation used in this case is the following:

bj � NðUjc;r2
bÞ; j ¼ 1; . . . ; J ð6Þ

c � Nðlc;r
2
cÞ; j ¼ 1; . . . ;np ð7Þ

where c is of dimension K þ 1� Lþ 1, lc and r2
c are

hyperparameters.

References

[1] M. Altini, J. Penders, O. Amft, Energy expenditure estimation using wearable
sensors: a new methodology for activity-specific models, in: Proceedings of the
Conference on Wireless Health, WH ’12, ACM, New York, NY, USA, 2012, pp.
1:1–1:8.

[2] M. Altini, J. Penders, O. Amft, Personalizing energy expenditure estimation
using a cardiorespiratory fitness predicate, in: 2013 7th International
Conference on Pervasive Computing Technologies for Healthcare
(PervasiveHealth), IEEE, 2013, pp. 65–72.

[3] M. Altini, J. Penders, R. Vullers, O. Amft, Estimating energy expenditure using
body-worn accelerometers: a comparison of methods, sensors number and
positioning, IEEE J. Biomed. Health Inform. (99) (2014) 1.

[4] M. Altini, J. Penders, R. Vullers, O. Amft, Personalizing energy expenditure
estimation using physiological signals normalization during activities of daily
living, Physiol. Meas. 35 (9) (2014) 1797.

[5] M. Altini, J. Penders, R. Vullers, O. Amft, et al., Automatic heart rate
normalization for accurate energy expenditure estimation, Meth. Inf. Med.
53 (5) (2014) 382–388.

[6] P.O. Åstrand, I. Ryhming, A nomogram for calculation of aerobic capacity
(physical fitness) from pulse rate during submaximal work, J. Appl. Physiol. 7
(2) (1954) 218–221.

[7] R. Battiti, Using mutual information for selecting features in supervised neural
net learning, IEEE Trans. Neural Netw. 5 (4) (1994) 537–550.

[8] S.N. Blair, H.W. Kohl, R.S. Paffenbarger, D.G. Clark, K.H. Cooper, L.W. Gibbons,
Physical fitness and all-cause mortality: a prospective study of healthy men
and women, Jama 262 (17) (1989) 2395–2401.

[9] A.G. Bonomi, Improving assessment of daily energy expenditure by identifying
types of physical activity with a single accelerometer, J. Appl. Physiol. 107 (3)
(2009) 655–661.

[10] A.G. Bonomi, G. Plasqui, Divide and conquer: assessing energy expenditure
following physical activity type classification, J. Appl. Physiol. 112 (5) (2012)
932.

[11] S. Brage, Branched equation modeling of simultaneous accelerometry and
heart rate monitoring improves estimate of directly measured physical
activity energy expenditure, J. Appl. Physiol. 96 (1) (2003) 343–351.

[12] R.C. Browning, R. Kram, Energetic cost and preferred speed of walking in obese
vs. normal weight women, Obes. Res. 13 (5) (2005) 891–899.
[13] N. Butte, U. Ekelund, K.R. Westerterp, Assessing physical activity using
wearable monitors: measures of physical activity, Med. Sci. Sports Exerc. 44
(1 Suppl. 1) (2012) S5–S12.

[14] M.R. Carnethon, M. Gulati, P. Greenland, Prevalence and cardiovascular disease
correlates of low cardiorespiratory fitness in adolescents and adults, Jama 294
(23) (2005) 2981–2988.

[15] S.M. Ceesay, A.M. Prentice, K.C. Day, The use of heart rate monitoring in the
estimation of energy expenditure: a validation study using indirect whole-
body calorimetry, Br. J. Nutr. 61 (2) (1989) 175–186.

[16] K.H. Cooper, A means of assessing maximal oxygen intake: correlation
between field and treadmill testing, Jama 203 (3) (1968) 201–204.

[17] L. Cordain, A. Gotshall, S. Eaton, Evolutionary aspects of exercise, World Rev.
Nutr. Diet. 81 (1997) 49–60.

[18] C.B. Ebbeling, A. Ward, E.M. Puleo, J. Widrick, J.M. Rippe, Development of a
single-stage submaximal treadmill walking test, Med. Sci. Sports Exerc. 23 (8)
(1991) 966–973.

[19] T. Gao, D. Greenspan, M. Welsh, R. Juang, A. Alm, Vital signs monitoring and
patient tracking over a wireless network, in: 27th Annual International
Conference of the Engineering in Medicine and Biology Society, 2005. IEEE-
EMBS 2005, IEEE, 2006, pp. 102–105.

[20] A. Gelman, J. Hill, Data Analysis Using Regression and Multilevel/Hierarchical
Models, Cambridge University Press, 2006.

[21] R. Guidoux, M. Duclos, G. Fleury, P. Lacomme, N. Lamaudière, P.-H. Manenq, L.
Paris, L. Ren, S. Rousset, A smartphone-driven methodology for estimating
physical activities and energy expenditure in free living conditions, J. Biomed.
Inform. (2014).

[22] D.P. Heil, P.S. Freedson, L.E. Ahlquist, J. Price, J.M. Rippe, Nonexercise
regression models to estimate peak oxygen consumption, Med. Sci. Sports
Exerc. 27 (4) (1995) 599–606.

[23] A.S. Jackson, S.N. Blair, M.T. Mahar, L.T. Wier, R.M. Ross, J.E. Stuteville,
Prediction of functional aerobic capacity without exercise testing, Med. Sci.
Sports Exerc. 22 (6) (1990) 863–870.

[24] H. Kuipers, F. Verstappen, H. Keizer, P. Geurten, G. Van Kranenburg, Variability
of aerobic performance in the laboratory and its physiologic correlates, Int. J.
Sports Med. 6 (04) (1985) 197–201.

[25] D.-c. Lee, E.G. Artero, X. Sui, S.N. Blair, Review: mortality trends in the general
population: the importance of cardiorespiratory fitness, J. Psychopharmacol.
24 (4 suppl) (2010) 27–35.

[26] K. Lorincz, D.J. Malan, T.R. Fulford-Jones, A. Nawoj, A. Clavel, V. Shnayder, G.
Mainland, M. Welsh, S. Moulton, Sensor networks for emergency response:
challenges and opportunities, IEEE Pervasive Comput. 3 (4) (2004) 16–23.

[27] A.E. Minetti, L. Boldrini, L. Brusamolin, P. Zamparo, T. McKee, A feedback-
controlled treadmill (treadmill-on-demand) and the spontaneous speed of
walking and running in humans, J. Appl. Physiol. 95 (2) (2003) 838–843.

[28] B.M. Nes, I. Janszky, L.J. Vatten, T. Nilsen, S.T. Aspenes, U. Wisløff, Estimating
vo2peak from a nonexercise prediction model: the hunt study, norway, Med.
Sci. Sports Exerc. 43 (11) (2011) 2024–2030.

[29] V. Noonan, E. Dean, Submaximal exercise testing: clinical application and
interpretation, Phys. Ther. 80 (8) (2000) 782–807.

[30] G. Plasqui, K.R. Westerterp, Accelerometry and heart rate as a measure of
physical fitness: cross-validation, Med. Sci. Sports Exerc. 38 (8) (2006) 1510–
1514.

[31] L.B. Rowell, J.A. Murray, G.L. Brengelmann, K.K. Kraning, Human cardiovascular
adjustments to rapid changes in skin temperature during exercise, Circ. Res. 24
(5) (1969) 711–724.

[32] F. Sartor, G. Vernillo, H.M. de Morree, A.G. Bonomi, A. La Torre, H.-P. Kubis, A.
Veicsteinas, Estimation of maximal oxygen uptake via submaximal
exercise testing in sports, clinical, and home settings, Sports Med. 43 (9)
(2013) 865–873.

[33] E. Tapia, Using machine learning for real-time activity recognition and
estimation of energy expenditure, In PhD thesis, MIT, 2008.

[34] T. Tönis, K. Gorter, M. Vollenbroek-Hutten, H. Hermens, Comparing VO2max
determined by using the relation between heart rate and accelerometry
with submaximal estimated VO2max, J. Sports Med. Phys. Fit. 52 (4) (2012)
337–343.

[35] L. Vanhees, J. Lefevre, R. Philippaerts, M. Martens, W. Huygens, T. Troosters, G.
Beunen, How to assess physical activity? how to assess physical fitness?, Eur J.
Cardiovasc. Prevent. Rehab. 12 (2) (2005) 102–114.

[36] H. Vathsangam, A. Emken, E.T. Schroeder, D. Spruijt-Metz, G.S. Sukhatme,
Determining energy expenditure from treadmill walking using hip-worn
inertial sensors: an experimental study, IEEE Trans. Biomed. Eng. 58 (10)
(2011) 2804–2815.

[37] H. Vathsangam, B.A. Emken, E.T. Schroeder, D. Spruijt-Metz, G.S. Sukhatme,
Hierarchical linear models for energy prediction using inertial sensors: a
comparative study for treadmill walking, J. Ambient Intell. Humaniz. Comput.
4 (6) (2013) 747–758.

[38] J. Weir, New methods for calculating metabolic rate with specific reference to
protein metabolism, J. Physiol. 109 (1949) 1–9.

[39] K. Westerterp, L. Wouters, L.W. van Marken, The maastricht protocol for the
measurement of body composition and energy expenditure with labeled
water, Obes. Res. 3 (1995) 49–57.

[40] S. Wild, G. Roglic, A. Green, R. Sicree, H. King, Global prevalence of diabetes
estimates for the year 2000 and projections for 2030, Diabetes Care 27 (5)
(2004) 1047–1053.

http://refhub.elsevier.com/S1532-0464(15)00118-5/h0005
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0005
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0005
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0005
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0005
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0010
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0010
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0010
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0010
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0010
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0015
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0015
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0015
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0020
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0020
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0020
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0025
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0025
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0025
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0030
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0030
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0030
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0035
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0035
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0040
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0040
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0040
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0045
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0045
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0045
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0050
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0050
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0050
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0055
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0055
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0055
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0060
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0060
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0065
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0065
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0065
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0070
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0070
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0070
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0075
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0075
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0075
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0080
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0080
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0085
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0085
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0090
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0090
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0090
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0095
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0095
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0095
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0095
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0095
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0100
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0100
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0100
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0105
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0105
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0105
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0105
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0110
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0110
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0110
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0115
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0115
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0115
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0120
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0120
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0120
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0125
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0125
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0125
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0130
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0130
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0130
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0135
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0135
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0135
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0140
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0140
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0140
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0145
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0145
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0150
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0150
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0150
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0155
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0155
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0155
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0160
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0160
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0160
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0160
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0170
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0170
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0170
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0170
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0175
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0175
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0175
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0180
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0180
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0180
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0180
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0185
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0185
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0185
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0185
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0190
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0190
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0195
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0195
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0195
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0200
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0200
http://refhub.elsevier.com/S1532-0464(15)00118-5/h0200

	Personalized cardiorespiratory fitness and energy expenditure estimation using hierarchical Bayesian models
	1 Introduction
	2 Related work
	2.1 Maximal oxygen uptake
	2.2 Submaximal CRF estimation
	2.3 CRF estimation in free living
	2.4 EE estimation
	2.4.1 Hierarchical models


	3 Methods
	4 Evaluation study
	4.1 Participants and data acquisition
	4.2 Experiment protocol
	4.3 Statistics and performance measures

	5 Implementation
	5.1 Pre-processing
	5.2 Features extraction and selection
	5.3 Activity recognition
	5.4 Hierarchical Bayesian regression models

	6 Results
	7 Discussion
	8 Conflicts of Interest
	ack22
	Appendix A 
	References


